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ABS TT

This report describes tie construction and testin, of a binary

error-burst-correctin z caennel siziulator and decoder. The reader

is referred to Report number 4 of the RADC TN-61-7. and Report

number 3 of RADC TN-60-4- under contract no. AF30(602)-1915 for a

deta.'.led description of the Ceneral code of which this equipment

tests the special case described below. It should be emphasized

that this report contains, for the most part, a description of the

equipment and the results of some initial experimeatation.

The code this equipment instruments has every hth digit a parity

check digit, and can correct almost all error bursts that span 9

to 12 consecutive coded message digits, dependin: upon the phase

of the burst. A ,uard space between bursts of at least 72 conse-

cutive non-corrupted coded messawe daits is required, where the

first counted of these is a check di it. Perfect decodiNr is achieved

if the guard space contains at least 132 consecutive non-corrupted

coded messaLe digits.

The equipment was cor,,t ed fron standard binary lopic units.

The channel simulator (herein after called the encoder) is not general

owinE to the linearity of the code and the chosen messaC.e sequence

of all ZDROs. It m: rely has the ability to generate random errors

and parity check digits, open the channel 6ate during a burst and

close it during a ruard space, and presere all phase relations.

The decoder has the ability to compare inforration dieits w.th parity

digits, establish a correction sequence and locate its largest axis,

and correct the digits which are in error.

The testink procedure uses two electronic counters in conjunc-

tion with encoder-decoder. One is used to count errors entering the

decoder; the other to count those leaving the decoder. Thus, the

error correcting efficiency is easily calculated.



Test results show perfect correction with a guard space of 132
dikit.. With Luxard len6 ths below 132, better correction efficiency

is achieved if the probability of an error durin , a burst is hi~t1.
An analytical interpretation of test data is Civen in the text of the
report.



ITRODUCTION

In the second report under Rome Contract No. AF30(602)-1915

entitled "Some Results on Linear-Recurrent B:,nary Burst-Correcting

Codes", an error correcting code is given which is suited for digital

communication systems that accept random binary message sequences,

encode them into binary coded message sequences, and trans.it them

over channels which corrupt the coded message in burst3. It is

assumed that during each burst, the probability of any particular

digit being corrupted is p (o'pcl) and is independent of any other

digits being corrupted. It is also assumed that there is at least

a certain required guard space, or number of consecutive non-corrupted

coded message digits between every pair of successive burs ;s.

The report gives an example of a burst-correctin, cotie ey'sten

which allows for every fourth binary digit in the coded mCssage se-

quence to be a parity check digit. These parity check digits are

generated from a combination of widely separated information dicits

in such a way that if errors occur in short bursts, with sufficiently

lone guard spaces between these bursts there is enough information

correctly transmitted to detect and correct the errors.

It was conjectured that the particular code system explained was

at least an "almost best" linear recurrent code with respect to its

ratio of maximum correctable burst-length to required-minimum-guard

length. However, the quantitative significance of "almost" was not

known. Since the situation was quite complex, it was impossible to

give an accurate analytical evaluation of "almost" in terms of strict

probability considerations. Hence, an empirical test was needed to

make a numerical evaluation of this term.

The purpose of this project therefore, was to construct a channel

simulator (encoder) and decoder to instrument the type of code mentioned.

A random noise &enerator could be used to provide the system with ran-

dom errors. Electronic counters could be used to count errors entering



and leaving the decoder. Then, tests could be run to determine the

decoder correction efficiency as a function of minimum required guard

space with the maximum allowable burst length held constant. The

guard space would be decreased in steps from a value which gave per-

fect correction to the conjectured minimum number of coded message

digits for the code. Thus, an empirical evaluation of the "almost"

term discussed alone would be given in terms of correction efficiency.

This evaluation would be made for several values of error probability

ranging from zero to one. Thus, a wide range of statistical data could

be utilized to evaluate important characteristics of the code.

I. THE CODING SYSTEM

The code to be realized allows for every 4th digit in the coded

message seouence to be a parity check digit, which corrects almost

all error bursts that span a length of < 9 to 12 consecutive coded

message digits. (9 to 12 depending upon the "phase" of the burst,

i.e., whether the first corrupted digit of the burst is a check digit,

the digit immediately following a check digit, etc.) The code re-

quires a guard space of at least 72 consecutive non-corrupted coded

message digits between bursts (where the first counted of them must

be a check digit). Perfect correction is guaranteed .f successive

bursts are separated by a guard space of at least 132 error-free

digits.

The Generalized Coder

In Figure (la) a random sequence of binary message digits is

applied to the inpt of a 57 place shift register, H, in 'iloc!7s of

3 digits per block. After each successive block is situated in R,

the parity check circuit, P, forms a binary parity check digit of

such a value that the modulo 2 sum of it and the digits in the 1, 11,

19, 28, 38 and 48 cells of R is zero. Then, the check digit is trans-

mitted. Thus, the output of the coder consists of blocks of three

message digits from R followed by single parity check digits from P.

.2-



The Generalized Decoder.

In F- ;gure (lb) the "received coded message sequence" is

assumed to be the coded messae sequence out of Fiure la) altered

by channel noise. The function of the decoder is to first check

the parity relations that should hold in the received messa-e, and

hereby Cenerate a parity check sequence, S. Then, when the first

ONE of an unsatisfied parity relation, correspondin-r to an error

in the coded message sequence, arrives in the 18th cell of R4 a

pattern in this subsequence is recoGnized and correlated with an

error configuration in the information digits of R3 . The corrupted

di~its in the cells of R3 are corrected allovinL the correct mese e

sequence to be shifted out of R3 .

-3-
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II. INSTWIt ATION OF THE CODE

It was proposed that an encoder-decoder be constructed to test

error correction efficiency as a function of c6uard space and burst

error probability for the code system explained above. The cuard

space would be varied in small increments from the lower bound of

72 to the perfect correction ruard space of 132 digits. Also, the

burst error probability would be adjusted in increments from zero to

one. Since it is not important, due to thec linearity of the code, that

any specific messaje be coded, it was decided that a code consistint

of all ZEROS would be used. In this case, any ONE present at the in-

put of the decoder would be considered a corrupted diCit and any CUE

present at the output of the decoder would be considered an uncorrected

error. By this method, the correction efficiency of tae decoder could

be tested without havin,-r to build a complete encoder capable of instru-

menting any binary sequence.

Strictly speaiini,, an error probability Lreater than one half has

no sienificance since if the error probability is pa/2, then, it is

more appropriate to assume that the opposite binary dirit occurred but

with probability of error beinr: p a (l-p). Howe.'er, since the actual

test message used in this work was one consisting of all ZEROs, the

conversion of any diit to a ONE corresponded to an error. The proba-

bility of convertin a ZERO to a ONE was made adjustable from zero to

one and for this reason the point of view of an error probability

from zero to oae will be maintained throughout this report.

-5-
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III. OPERATION OF EQUIPMENT

Both the encoder and decoder are operated as a synchronous system

from an external or internal system clock. The equipment will operate

reliably at clock repetition rates up to 20 kilocycles per second.

In the encoder the system clock is divided by four by the burst

phase counter so that every fourth timing pulse is a parity check

digit clock pulse. The other three pulses represent the clock pulses

for the first, second, and third information digits. (See Fic. 3)

A. Detail Logic of t:e Eucoder

Refer to drawin: 1. 2-2. The output of a voltase noise source

is applied to the input of a Sclmitt trigier whic, (enerates a ran-

dom asynchronous binary sequence, (See Fir. 2). The probability, p,

of a ONE beinL present at any tline can be varie6 from o'pcl by adjustine

the output level of the noise source. The Schmitt trit,,er output is

fed into a synchronizing "and" (ate A admitting only pulses which

occur in time phase w±th the system clock. This output is applied

to the set input of flip flop F1 . The Sciitt tri c:er output is also

inverted and sated with the system clock A and applied to the reset

input of flip flop Fl. At the output of flip flop Fl a synchronous

binary level sequence exists. This sequence will be completely ran-

dom, assuming no periodic output from the voltae noise source, if1
the samplinL rate is appreciably less than Y- per second (B - band-

width of noise). As explained in the section on "instrumentation of

the code", the correct sequence is to consist entirely of ZEROs so

that the presence of a ONE at the output of F represents an error.

To insure that the system is operating within the prescribed

limits dictated by the code, it is necessary that an error burst con-

tain no more than nine to twelve diCits (twelve if the first error

is a parity d:&.it, eleven if the first error is a first information

digit, etc.). Also, each error burst must be followed by a selected

- 7 -



Cuard space. Thus, the function of the channel Cate A6 is to open

for an error burst wid then close for a prescribed vuard lenoth.

Control for this gate is received from the level of flip flop F .

Consider circuit operation (DWG 152-2) starting just prior to

the last guard space count. The burst length counter has been count-

inL to 4 and has been reset by each delayed third information digit.

When the ruard space counter finishes its count, the output resets

flip flop 14 which in turn opens channel gate A6 and coincidence Gate

A 3 The output of the r.%ard space counter also serves to reset all

of its cells so that a new count may begin on the next timing pulse.

The timinC: diagram of Fie. 3 shows a block of pulses containing

12 dilits. Th parity digit occurs at time t1 and the first second

and third information digits occur at t2 , t 3 , and t4 respectively.

When the first ON% correspondinC to an error, occurs at the out-

put of is, flip flop F3 is set and cate A is closed. This prevents

the burst leneth counter from bein; reset. This first NE may occur

at time t1 in which case the burst lencth counter would just have been

reset and vould count all 12 diCits t1 ------ t12 befoi:- LivinC an out-

put. If the first ONE occumd at t - t2 the burst count could only

be "U digits lone0. If the first OWE occund at t - t3 the burst could

only be 10 digits lon(;. Finally, if the first error occuxa at t a th,

the burst could only last for V digits.

When flip flop F3 is set, "AND" ,ate A is opened in order that

the first ONE may reset flip flop F2 . The output from F2 then condi-

tions coincidence Late A so that the ruard space counter will be

reset on the third inform:tion digit, I3, delayed clock pulse. Each

delayed 13 clock pulse used for resettinE the Cuard space counter is

further delayed throuh D1 and then sets F2 provided a ONE is not

present at the reset input of F2 . If it is, the flip-flop will not

be set. In essence, this says that the Cuard space counter reset is

enabled as long as an error is present between reset pulses ( .e., the

delayed 1I clock pulses) and the total nuber of pulses since the

- 8-



first ONE has not exceeded the '' to 12 maximum. If, for example,

there are no more errors present after the first ONE, the .uard space

count would begin its count on the next parity check clock pulse,

As soon as the burst lenth counter has f-nisbied its count its

output sets flip-flops F4 and F3 . Delay D3 and D7 are merely pr-sent

to eliminate race conditions. The state chance of F4 disables channel

Late A6 and Late A3 . This preNents any errors from passinC through

to the decoder during the guard space and disables the set input of

F 3 . The resettinL of F3 (from the burst length counter output) en-

ables coincidence Late A7 while disabling gate A2. The disabling

of Cate A2 ser.,es to prevent flip-flop F2 from beinL, set which, in

turn, closes "AND" Cate A5 and prevents the -uard space counter from
resetting. At the same time, when "AND" Cate A7 is enabled, the reset

to the burst length counter is allowed to function.

"AND" ,ate A2 also has the clock delayed as one of its inputs.

This is merely to change the output of A2 from level to pulse loC:ic

so that each error present in the Y sequence is capable of resettin4

flip-flop F2 . Delay D4 is present to cover switching times required

by F4, A3 , and F . Similarly AND gate A6 has the clock delayed as one

of its inputs. This is also present to cheAige from level to pulse
logic thereby providing pulses for the decoder input at R1 and R3 .

Delays DC and D at the reset busses of the burst lenith and guard a
10

space counters serve to wLden the pulse and furnish drive for the

resets.

The function of the burst phase codnter is to divide the clock

pulses by I, thereby (ivin an output correspondinC to a parity di-

(it clock pulse. Outputs from the two flip-flops of the burst phase

counter are applied as inputs to OR Cate 0 . 02 ives an output

level which is present except durin the time between 13 and the fol-

lowing:: parity check clock pulse. (See FiL. ")
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This output and its negation are used to control AND gates

A. and At. This action steers the three information digits from the

control Cate A6 (its output is in phase with the delayed clock) into

information rerister R1 and the parity check diCits into Parity Check

regluter R2 of the decoder.

The output from OR Cate 02 alonC with its neGation control AND

rates A1) and All. The output from A0 is three delayed information

digit clock pulses while the output from All is the delayed parity

check cloch pulse. These outputs are further delayed by delays D5

and D2 . The output from D5 provides the advance for the information

shift re.ister R1 . Likewise, the output from D2 provides the advance

for the parity check shift reoister R 2 . (Refer to Fig. 4) A manual

reset Is provided so that the cells of R1 and R2 may be reset.

- 11 -
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B. Detail Logic of Decoder

As digits arrive at the decoder, the information dieits are

switched to the shift reister R1 while the parity checks are inserted

in the R2 shift recister. After each third information di~it enters
Rl, t!e parity relations that were checked by the oriGinal parity

chec:s are aain compared. This is accomplished by addinc, modulo

two, the 3, 3.1, 1., 28, 38, and 48 places of the shift re-ister R.

The iodulo two adder uses comparators which produce a ONE output if

one and only one of the input stages from the R1 reLister is in the

ONE stage. In other words, the comparators are used as "EXCLSIVE OR"

sates. As the comparators are in cascade, double inverters are in-
serted between them to not only waplify the si-nals but also C;ve
the output as well as its neLation.

The newly formed parity relation is now compared to the ori-

rinal received parity diLit. As this comparison is a modulo two

addition, this parity relation is simply included in the modulo two

sum as another element.

a± r r C.' rt.atio:' 's .iot sat.L :~., c ONE .-1 a .a 0s

c u 02 t.: . oa,-"-o a . *r " .L -a - 'od . t _ or. ..:. .ar.2y

digit. This ONE will be shifted into the S sequence shift resister

R, providinC there is not a blochink pulse from the axis erase cir-

cuitry. Tis ONE is shifted by actuatia, a six micro second delay

wath the advance pulse that adiances Ra2 ed R4. If all the above

conditions are met, ti'e 0NE will be inserted into R4 six microseconds

after the di~its in R4 have been advanced one cell (place).

As the S sequence shit% resister has no sirgnificance until the

last place, number eiLhteen has a ONE in it, nothing is actuated un-

til such time as this occurs. Corparators arc used for the axis of

symmetry location as the dihits on both sides of all axes must be

compared. The cor)arators used on the eighteenth place will not yield

a OR5 output until both the ei, hteenth place of R and the other com-

pared place are MNE. This results in a comwn AND -ate. The other

- 13 -



comparators in the array are such that a ONE is put out if the two

shift reCister cells have either both ONEs or both ZEROs (i.e., using

conventional Boolean al~ebra notation, where A means a ONE in cell A

and a A1 means a ZERO in cell A) the output is AB + A B1 for any cells

A and B. Due to the load not always bein_ constant on the comparators,

various levels of output were found and were eliminated by chaning

the inputs to AB1 + A1B followed by inverter amplifiers as isolation

and amplification. (Note that the inverse of AB + A B is AB + A B )

To have a particular axis of symmetry all the diL'its that are
compared must produce ONE outputs from th:e comparators. Therefore,

the necessary comparator outnuts are put through multiple AND gates

(i.e., for axis nuiber 5, comparators M, N, P, R, and S must be ONE).
Each multiple AND Late in this section is followed by two inverters.

The two-fold purpose or these in. eiters is: 1) to isolate and amplify

the pulses and, 2) to L:-ie the inverted ortput of the particular axis.

There most likely will be more tian one axis that has all the ne-

cessary comparators in th:e ONE state. Of these, the larg;est one is

the true or desired axis, and circuitry is iincluded to elminate any

smaller axes. This c..rcuitr is initiated by a pulse, either from R

delayed, or a delayed pulse from a pulse Lenerator or the cloch. The

eliminating, circdtrj is desi~ned such t.at no "race" conditions exist

and t;,e logic involved cai oe followed throurh easily. Each axis,

ecepting number 7, has an emitter follower for isolation after the

axes eliminatin .; c rcuitry.

Comin; from the axis elimination circuitry is a sin)le axis in

the ONE state. This axis proceeds and is combined, usin,- AND Cates,

wit. the digits to the ri: ht of the axis in RI,. This is done as only

the ONEs to the riLht of the axis shiow where digits are to be comple-

mented. The ZEROs which iaja exist to the r -ht of the axis show that

the correspondint d Lit in the information is correct. Tie total locic

of this section could have ..een done with less circuitry had OR C.ates

been used, but the loss of si -nal and. multiple level voltakes made the

- lh -



more elaborate AND Cate arranL:ement more practical. As an example,

if the najor axis is at *,2, and if the fifteenth position in R4 is a

ONE, then the information dir:it in the 53rd place of R3 must be com-

plemented. However, it is seen that this 53rd diiit can also be com-

plemented due to an axis at either or )3 and the fifteenth position
of R1, in the ON btated Therefore, diode isolation for each axis is

necessary at the complementin! input of te information di,.its4 Also,

note that no AND .ate action is necessary for te axis of symmetry

and the ei-hteenth position of R, this position :ist always be ONE

before an axis is found. Hence, the axes also ro directly to ti.e diode

isolations for particular digits in R3 .

The S sequence di.-its, after an axis !.as been found and correc-

tion has taken place, must be erased as no other true axes are to be

found amona them. The number of dif. its to be erased depends on the

size of the axis. Uith an axis at wl, A2, or i'3, all eirhteen S se-

quence di-its plus t.e next three diCits contain information of no

further use. Te next three ditits are possibly corrupted due to the

burst that was just corrected. Hence, a lead is brought from the iso-

lation of information di.it ',;'54 whicil contains either of all three

axis concerned; continued throuch a pulse delay and widener; and pro-

ceeds to erase the eifhteen digits in R, plus actuatin.- the three

stases in the erase storage sift ref:ister. When these three shift

re:ister places are actuated, they close t.e AND Late A21 for three

S sequence shifts. For an axis at ', ,5, or -6, the total S sequence

re:,ister must be erased but not the next three di-its. With an axis

at :,N, only the last fifteen digits of the S sequence need to be erased.

The decoder, after erasinG, is now ready to receive another burst

of errors. Any digits to.at ,ere not corrected or were erroneously

complemented will be shifted on in the information re ister and finally

out at the 70th place. If a counter is connected to the advance out-

put on this sta4,e, the di-its in error will be counted. Occasionally,

the 70th place will have an error in It and this error will be cor-

rected there. This will not produce a pulse on the advance output

that will be counted.

- 15 -



IV. TESTING PROCEDURE

After the evcoder and decoder were constructed, a test setup

was arri.ed at. The followin(- questi ons were deemed important.

1. Test for maximum repetition rate of equipment for
reliable operation.

2. Vary guard lenCth in steps from lower bound of 72
to upper of 132. For each step obta:n eff:.ciency
read ncs for error probabilities ranginC from zero
to one.

A testin. arran,.ement was arrived at as s;om in Fi~ure 5.

The function of the noise source was to provide a completely

random signal for samplint. b:j the internal schmitt tr.L-er. The

output level was ariable for alterin- error probabilit,,r. The ex-

ternal system clock was set to operate at 10 !:ilocycles per second

and tae frequency of the output of the sync-ronous AND L ate, A1,

was measured. The error probability for this condition was t::en

C iven as:

p cotnts from A, durin, 10 secord intervals
ten times t e cloct frequencj

Ten readings of p were taken at each settin. aiid a statistical

averace was taken. It was found that deriation from the averace was

no more than one percent.

For each probability the system was allowed to run until approxi-

mately twenty thousand errors were totalized on counter A. The number

of uncorrected errors were totalized on coiuter B.

The correction efficiency for each probability and Uuard space

ws then determined b,,:
%EFF = (1 - uncorrected errors) x 100

total errors

At eac: probability settin' eff.c encies were determined at Cluard

space alues of 72, 75, 78, 811, 0, 6, 100, 108, 120, aud 132 di~its.

Sets of data were teen for probability ralues of 0.06, 0.125,

0.30, 0.038, 0.431!, 0.4 , 0.585, 0.68, 0.70, 0.875, and 0.,12. Graphs

showing these results are [ldven in the next section.

- 16 -
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VI, I14TEPRETATION OF TEST DATA

This section presents and expla:ns the results of all tests run on
the decoder. It will refer to the E-aphs in Figs. G-1 to G-12 as simply

0-1 to 0-12 respectimely.

These graphs plot correction efficiency (i.e., the percentage of

data-digit errors present in the decoder input that were corrected by
the decoder) versus nunbers of digits in the correspondinf guard space.
According to the theory in Report No. RADC-49-607T.,, and the construc-
tion of the decoder, all errors should ha-e been corrected w th guards

of 132 or more d gits. This was -terifted by test. Also, said report
conjectured that a guard of 72 digits was absolute minimal for 1/4 re-
dundant codes capable of correctink bursts of lenLth to 12 (depending
on phase) and havinL all symmetric parity check sequence patterns. The
symmetry condition was for easy instrumentability. Thus, 0-1 to 0-12

clearly show the efficiency and Lreat practicalitj of the code for Luards
down close to the conjectured best bound of 72. It should be noted that

uncorrected errors did not come throuth the decoder in bi bunches ex-
cept at guards near 72 e nd w th h'eh probabilities of error. Indeed,
in such cases more errors seemed to be created by the decoder than cor-

rected by it at times when it became confused. But this is not sur-

prisint.
For the most part, the test results are self-explanatory, but a

few points deser~e comment. First of all, 0-1 to G-12 were formed from.

data lyint- well withing confidence ranLes establishable by theoretical
statistics. Ir runs having a relati ely large number of uncorrected

errors, decoder input sequences of from 20 to 30 thousand digits were

tested. In runs w th fewer uncorrected errors, up to 100 thousand di-
gits were tested. Hence, the eraphs are, in fact, statistical.

0-2, 0-3, and G-4 exhibit most markday an interesting "phasing"
phenomenon common to linear recurrent codes ha-ing all symmetric parity
check sequence patterns. Note that. the cur es peak at guards of 84 and

108, and minimize at Cuards of about 6 and 120. Now, at a guard of 72
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successie parity check sequence patterns can juxtapose but not o-erlap.

Hence, at tuards of 84, 96, 108 and 120, these patterns must sepwate

by at least 3, 6, 9, and 12 di-itn respectively.

Reca.1that the N matrix for this code (cf., the abo,-e mentioned

report, Theorem 4 and Corollary, pp. 24, 25)e, cjen by

. .... 1 • • • Phase 1

.... : 1 . .. . "Phase 2
* . 1 * .

* . . . .. . 1 • •.

N* Syetry axe ___________ Phase 3

.1 Phase 2
* . . * .. . ..

. .... 1 • • • Phase 1

implies two blocks of these consecutive parity check sequence digits

for each error phase. Hence, if consecutive columiar sums of M -- i.e.,

consecuti e parity check sequence patterns -- are to be analyzed incor-

rectly in the decoder as shown below

(Faulty decom-
position of
successive parity

..-..- '..... .. , check sequence
.patterns

(cf., the above mentioned report, Section VII)
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the space S sst most probably contain an even mltiple of 3 zeros.

Nence, uaards of 72 + 2(12) a 96 and 72 + 4(12) a 120 tend to minimize
decoder efficiency while those of 72 + 1(12) w 84 and 72 + 3(12) a 106

tend to maximize it. The series of graphs reflect this argument.

The second coment is that since all tested guard numbers are

divisible by 4 (the basic block length of the code), it is important

to be sure that the curves in 0-1 to G-12 are not eo-ciel eases of the

code' s operation. The curves are general since with a burct error

probability less than about 1/3, the first digit that tz pRpbLe of

starting a burst most likely won't be in error (i.e. its probability

of being in error is less than 1/3). Hence, in such cases, there is

a fairly even statistical distribution among the phases of when the

first digit error occurs. The actual error burst begins at the first

corrupted digit. For higher probabilities (see G-5 to 0-12), correc..

tion efficiency is so god that true fluctuations in the efficiency
curve remain mall regardless of the phase most bursts begin at.

Thus, the sepented curves 0-1 to 0-12 are In fact good approximations.

VII. EWIPMW1 CARACTEISTICS

Most of the logic modules used in the construction of the encoder-

decoder were manufactured by the Navigation Computer Coporation of

1621 Snyder Ave., Philadelphia, Pa. The 300 Suries Modules are 5" x
6" glass epoxy printed circuit cards, which in general, contain five

individual stages. Supply voltages required are plus and minus 12

volts, and + 100 for neon indicators. All of the system modules

utilize negative logic.

A common reset buss is present on all multi-stage flip-flop units.

Reset requirements are a negative square wave (ov to -lOv) at least 5

microseconds wide with a negative rise time of 0.1 microsec/volt. In

general, this is the purpose of the delay amplifiers; to drive the

uai space and burst length counter resets.

Several of the modules have been modified slightly to change cir-

cuit operating regions, drive capabilities, etc. However, these changes

are minor, (usually resistance values) so modified circuit diagreas are

not shown. If the modification involved a change in the basic circuit

configuration, the modified schematic is sbown.
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Since the upper frequency range of operation is approximately 20

kilocycles per second, the 100kc system clock could not be used with-

out dividinc It down by a factor of 5. Unfortunately, budget limitations

prohibited us from obtaininL the necessary division circuitry. There-

fore, an external clock (T1M'UIICIX 161 pulse aenerstor) wMS used. The

required clock pulse must be at least -4 volts in amplitude and two

microseconds wide for reliable operation.

In order to obtain statistically independent samples from the vol-

tee noise source a General Radio Random Noise Generator Type No. 1390-A

was operated with upper frequency components of 25kc when the equipment

w operating at a 10kc rate.

VIII. OPERATION OF UQUIPZUT

The followinE is a procedure for proper operation of the equipment:

1. Connect a random noise rtenetor to the indicated ter-

minals.

2. Connect a pulse generator (lOkc on lover rep. rate, -4

volts amplitude, 2M3 wide) to the input marked external

clock.

3. Connect an electronic counter to each of the terminals

arked channel gate out and decoder out. (If counters

are set to totalize for data collecting a divider may

be required to reduce the input level to the counter).

4. Turn on power supply switch.

5. Adjust the delays in the followine order:

a. D6 to 5.3 Ps

b. D3 to 27.0 gs

c. D to 32.0 gs

d. D 5 to 5.8 gs
e. D2 to 17.0 Ps

f. D4 to 7.0 gs
L DI to 17.0 go

6. Turn on random noise generator.
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7. Immediately, lights indicatinG errors should proiress across

the shift reCister R3 in bunches. All of these should be

extinguished, after si axis is found, before reaching the

end of the register. Occasionally, the smaller axes are

selected and a di~.it will be corrected in the last cell

of the register, so it may appear not to have been corrected.

8. A switch labeled probability must be used in conjunction

with the random noise Cenerator level control to obtain er-

ror probabilities ranging from zero to one.

9. Guard length may be adjusted by the followinv procedure.

Each binary decimal counter module has within it an AND

gate connected to all four cell outputs. If the outputs

can be taken from either the ORE or ZERO side of each

cell allovine, a four celled counter to scale by any number

from one to sixteen. The Luard space counter uses a cas-

cade qf two of these modules. Thus, each uard space can

be taken as the product of the scale factor of one module

times that of the second. To scale each module, connect

cells to AND gate as chown.

Divide by Cell Djide by Cell

6 123g 13 234

7 123 15 1234
8 16 4

10 4 Note: 1 refers to zero side11 1 2 4 of ceal 1.
12 1234
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